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#### Abstract

This paper presents an interaction-aware motion planning and control framework for time-critical traffic scenarios in which interaction with vehicles driven by humans is required. For safe motion planning the proposed method considers interaction between the automated driving system and other vehicles using game theory. The framework includes a novel inverse differential game based on a LSTM to estimate the human driver's objective function online. Then, a game-theoretic predictive controller utilizes these estimates for controlling the automated driving system and predicting the trajectory of the human-driven vehicle. The developed framework is validated in several safety-critical scenarios and testing conditions using CarSim high-fidelity simulations including human-in-the-loop case studies with six different test subjects.


## I. Introduction

Automated driving systems (ADS) are being developed for various driving conditions on public roads. One of the main challenges for motion planning of these systems is interaction with other vehicles in mixed traffic and highly dynamic environments (e.g., highway merging) causing the so-called frozen robot problem (FRP) [1]. This FRP, has roots in a decoupled prediction module (which predicts trajectories of dynamic objects in the scene for a horizon ) and a planning module (that generates a safe trajectory for the ADS [2]). The surrounding vehicles are therefore considered as dynamic obstacles that do not react to the driven trajectory of the ADS. This could cause the ADS to misjudge the situation and commands a control input that imperils the safety of the passenger or not perform a maneuver at all because possible maneuvers could not be identified (i.e. FRP). To be capable of correctly anticipating the situation, the ADS needs to be aware that the surrounding vehicles interact with the ADS to avoid collisions. This necessitates coupled prediction and planning tasks since drivers adapt their behavior (and generate a control input, in terms of steering and acceleration/brake request) according to the trajectories of the other vehicles and vice versa.

In this regard, Game theory provides a feasible framework to address this simultaneous planning and prediction. However, existing approaches rely on the assumption that the traffic participants are connected and exchange their objectives via V2V (Vehicle-to-Vehicle Communication). Hence, the game is modeled as a cooperative game based on the

[^0]Pareto-efficient solution (such as in [3], [4]). Nevertheless, in the mixed traffic situation, not all traffic participants are connected via V2V and do not necessarily act cooperatively. Consequently, highway interaction has also been modeled as an uncooperative game, where Nash equilibrium (NE) solutions in differential/dynamic games have been deployed based on iterative linear quadratic regulators (iLQR) [5] or Newton [6]-[8] methods, solving the game in a receding horizon manner. However, these approaches capitalize on the assumption of known driver's objective function to the ADS.

Drivers generally have different goals and driving styles which necessitates the online estimation of the objective function of the human. To estimate objective functions, inverse differential game (IDG) is used in the literature. However, existing methods are either too computationally expensive to run online, such as direct methods [9] which estimate the objective function by forward solving the NE in an inner loop, methods based on Inverse Reinforcement Learning [10], [11], or methods that rely on too strong assumptions derived from Inverse Optimal Control [12].

An interaction-aware motion planning is proposed in [13] which employs a feed-forward network for online IDG and implicit layers that finds a NE in the next step. However, the lack of a vehicle model and limited (less than 50) training data means no guarantee for feasible trajectories. A gametheoretic model predictive control (MPC) is used in [6], [14] to solve the NE; an unscented Kalman filter (UKF) is used in [14] for online estimation of objective function parameters (i.e. a direct method for IDG). A large number of states and objective function parameters (due to more complex dynamic models) causes computational challenges (in real-time) for the proposed UKF-based estimator. More importantly, the underlying physics of the vehicle dynamics has not been included in existing approaches; this may cause the generation of control actions (for mixed traffic scenarios). The existing methods have used the unicycle model as a dynamic model at most which cannot appropriately reflect the vehicle behavior in highway merging maneuvers that are usually high-speed and may subject to uneven torque distribution at each axle. This is especially important in the task of unified Motion planning and Control that we are considering. To address these, this paper proposes an interaction-aware motion planning and control framework based on game theory considering the single track model for generating dynamically feasible trajectories and utilizes a LSTM network for online IDG for merging applications in real-time. Our framework is evaluated in mixed traffic merging scenarios (with a human driver in the loop setup and an


Fig. 1: The interaction-aware game-theoretic motion planning and control framework using unknown input observer
accurate model plant using high-fidelity CarSim simulations) which is not feasible for other game-theoretic approaches [7], [13], [14] due to the aforementioned constraints. As a result, the main contributions of our work are summarized as:

- Developing a novel LSTM-based inverse differential game to estimate the human driver's objective function online for a predictive control strategy in real-time applications
- Designing an unknown input observer to estimate the control input of the surrounding agent using onboard sensory measurements
- Devising a game theoretic predictive control that considers the vehicle lateral dynamics to ensure lateral stability and dynamic feasibility for safer Human-ADS interaction.


## II. Problem Statement and Model Description

Consider a highway merging scenario in which the ego vehicle (with full ADS feature) is at the highway entrance merging into the traffic. There is a human-driven vehicle (on the left) negotiating/interacting with the ADS accordingly (i.e., Fig. 2). The objective is to plan a feasible collision-free trajectory and to control the vehicle to follow this trajectory in this safety- and time-critical driving scenario.

To grasp the interactive nature of the highway merging, we model this scenario as an uncooperative game. We select the NE as the solution concept since in Nash games no player has a structural advantage over other player(s) in contrast to the leader-follower structure of a Stackelberg game.

Definition 1. The Nash equilibrium is a solution concept that arises if every player/agent $i$ acts simultaneously and optimally with respect to its own objective function $J^{i}$ and its beliefs of the strategies of the other player $j$ and these beliefs are correct. This corresponds to:

$$
\begin{equation*}
J^{i}\left(\boldsymbol{x}^{*}, \boldsymbol{u}_{i}^{*}, \boldsymbol{u}_{j}^{*}\right)<J^{i}\left(\boldsymbol{x}^{*}, \boldsymbol{u}_{i}, \boldsymbol{u}_{j}^{*}\right) \quad \forall i \tag{1}
\end{equation*}
$$

Expressed in game-theoretic terms, this highway merging scenario can be described as a scene in which two agents $i \in\{A D, H\}$ (i.e., automated driving system and humandriven vehicle) negotiate in a dynamic game with a finite
horizon. To model this scene as a Nash game, we make the following assumption:

Assumption 1. The Human driver acts rationally to minimize his objective function $J^{H}$.

Rational decision-making and the reaction of the body of the human in driving maneuvers are often modeled in the literature [15] by an optimal controller since humans predict the driving actions of others based on their knowledge and react rationally based on this prediction.

It should be noted that there is no communication between the vehicles such as V2V. Hence, the ADS does not have access to the objective function of the other vehicle (i.e., agent $H)$. However, this objective function is required to calculate the NE. Thus, the objective function will be estimated online using an IDG and the observed trajectories of the vehicles. With the objective function estimation, the solution of the NE is calculated based on the model of the system as shown in Fig. 1). We model the game as a differential game since the vehicle kinematics and dynamics are naturally continuous. The differential games for this problem is described by a dynamical system $\dot{\boldsymbol{x}}(t)=f\left(\boldsymbol{x}(t), \boldsymbol{u}^{H}(t), \boldsymbol{u}^{A}(t)\right)$. The unicycle model used in the existing methods does not reflect the actual dynamics of the vehicle (due to not considering tire forces), especially in high-slip cases. This has been addressed in our approach by using a dynamic single-track model to predict trajectories that correctly estimate the maneuvering capabilities (and handling limits) of the vehicles and thus generate dynamically feasible trajectories. Thus, lateral tire forces $F_{y, f}, F_{y, r}$ are taken into account, assuming linear tire forces. The slip angle at the vehicle's front and rear axles are defined by $\alpha_{f}=\delta-\frac{l_{f} r+v_{y}}{v_{x}}$ and $\alpha_{r}=\frac{l_{r} r-v_{y}}{v_{x}}$, respectively. $\delta$ is the front axle's steering angle and the longitudinal speed, lateral speed, and yaw rate of the vehicle in the body frame (attached to the vehicle center of gravity, CG) is denoted by $v_{x}, v_{y}$, and $r$, respectively. The vehicle dynamics can then
be described as:

$$
\begin{align*}
\dot{v}_{x} & =v_{y} r+a_{x}, \quad \dot{v}_{y}=-v_{x} r+\left(\frac{F_{y, f}+F_{y, r}}{m}\right) \\
\dot{r} & =\ddot{\psi}=\left(\frac{F_{y, f} l_{f}-F_{y, r} l_{r}}{I_{z}}\right) \tag{2}
\end{align*}
$$

where $a_{x}$ is the longitudinal acceleration (measured by an IMU) in the body frame, $m$ is the vehicle mass, and front/rear axles to CG are denoted by $l_{f}, l_{r}$. The dynamics on the longitudinal/lateral position yields $[\dot{x}, \dot{y}]^{\top}=R_{\psi}\left[v_{x}, v_{y}\right]^{\top}$ with the rotation matrix $R_{\psi}$ for both ADS and human-driven vehicle. These models are then stacked, except for the first state (i.e., longitudinal position), to form the dynamical model for the differential game with the control inputs $\boldsymbol{u}^{i}=\left[a_{x}^{i}, \delta^{i}\right]^{\top}$ for $i \in\{A D, H\}$ and augmented states $\boldsymbol{x}=$ $\left[e_{x}, y^{A D}, y^{H}, \psi^{A D}, \psi^{H}, v_{x}^{A D}, v_{x}^{H}, v_{y}^{A D}, v_{y}^{H}, r^{A D}, r^{H}\right]^{\top}$, in which the inter-vehicular distance $e_{x}$ is used as a state variable. The lateral position $y$ of both agents will be used as state variables due to the fact that they could be measured using visual/LiDAR-based navigation methods based on the road features (e.g., lane, curb, light poles). To determine the objective function of the human-driven vehicle $H$, we use a basis function approach. It is assumed that the objective function of both agents $i \in\{A D, H\}$ can be described by $J^{i}=\int \boldsymbol{\theta}^{i} \boldsymbol{\phi}^{i}(t) d t$. The parameters $\boldsymbol{\theta}^{H}$ consisting of the objective weights $\theta_{j}^{H}$, the desired velocity $v_{x, d}^{H}$, and the desired lane position $y_{d}^{H}$ have to be identified using IDG. The parameters $\theta^{A D}$ of ADS are tunable. Thus, the objective of the $H$ vehicle is described by (3), in which the term minimizing the lateral velocity thus the side slip angle is crucial to ensure lateral stability.

$$
\begin{align*}
J^{i}=\int & \theta_{1}^{i}\left(v_{x}^{i}-v_{x, d}^{i}\right)^{2}+\theta_{2}^{i}\left(y^{i}-y_{d}^{i}\right)^{2}+\theta_{3}^{i}\left(v_{y}^{i}\right)^{2} \\
& +\theta_{4}^{i} \tanh \underbrace{\left(\sqrt{\left(e_{x}^{2}+\left(\frac{b}{a}\left(y^{H}-y^{A D}\right)\right)^{2}\right)}-a\right)}_{\Gamma} \\
& +\theta_{5}^{i}\left(a_{x}^{i}\right)^{2}+\theta_{6}^{i}\left(\delta^{i}\right)^{2} d t \quad \forall i \tag{3}
\end{align*}
$$



Fig. 2: Illustration of the collision avoidance term in (3) where ellipse semi-axes $(a, b)$ represent the vehicle size.

The objective function (3) can be transformed to the basis function structure with the parameters $\boldsymbol{\theta}^{i}=$
$\left[\theta_{1}^{i}, v_{x, d}^{i}, \theta_{2}^{i}, y_{d}^{i}, \theta_{3}^{i}, \theta_{4}^{i}, \theta_{5}^{i}, \theta_{6}^{i}\right]^{\top}$ and the basis function

$$
\begin{align*}
\phi^{i}(t)= & {\left[\left(v_{x}^{i}\right)^{2},-2 v_{x}^{i},\left(y^{i}\right)^{2},-2 y^{i},\right.} \\
& \left.\left(v_{y}^{i}\right)^{2}, \tanh (\Gamma),\left(a_{x}^{i}\right)^{2},\left(\delta^{i}\right)^{2}\right]^{\top} \tag{4}
\end{align*}
$$

## III. Unknown Input Observer Design

The ADS in our control framework is equipped with monocular cameras, LiDARs, and radars for the detection of static/dynamic objects (i.e., surrounding vehicles) and measuring their relative distances/headings. The steering angle of the human-driven vehicle is not measurable; thus, an unknown input observer (UIO) [16] is designed to estimate this input. The steering control input of the human-driven vehicle is estimated in real-time using an unknown input observer and the vehicle linear lateral dynamical model $\dot{\zeta}=A \boldsymbol{\zeta}+B \boldsymbol{u}$ with the states $\boldsymbol{\zeta}=\left[v_{y}^{H}, r^{H}\right]^{\top}$, measurable outputs $\boldsymbol{y}=\boldsymbol{\zeta}$, and the unknown input $\boldsymbol{u}=\delta^{H}$. The linear state and input matrices $A, B$ are functions of the tire cornering stiffness, longitudinal speed (measured by radars and LiDARs of the ego vehicle, i.e., automated driving system) and nominal values of the vehicle geometry identified by the type of the detected vehicle [17].

The following observer approximates the steering input of the surrounding vehicle, where $\hat{\boldsymbol{\zeta}}$ is the vehicle lateral states (i.e., lateral speed and yaw rate), and $\boldsymbol{z}$ is the state variable for the observer.

$$
\begin{align*}
\dot{\boldsymbol{z}} & =F \boldsymbol{z}(t)+K \boldsymbol{y}(t), \quad \hat{\boldsymbol{\zeta}}=\boldsymbol{z}(t)+\bar{H} \boldsymbol{y}(t) \\
\hat{\delta}^{H} & =\left[B^{\top} B\right]^{-1} B^{\top}(\dot{\boldsymbol{z}}-\dot{\hat{\boldsymbol{\zeta}}}-A \hat{\boldsymbol{y}}) \tag{5}
\end{align*}
$$

Defining the estimation error $\boldsymbol{e}=\boldsymbol{\zeta}-\hat{\boldsymbol{\zeta}}$, we can rewrite the error dynamics with the dynamics as

$$
\begin{align*}
\dot{e} & =\left(A-\bar{H} A-K_{1}\right) \boldsymbol{e}+\left[F-\left(A-\bar{H} A-K_{1}\right)\right] z  \tag{6}\\
& +\left[K_{2}-\left(A-\bar{H} A-K_{1}\right)\right] \boldsymbol{y}+(\bar{H}-I) B u, \tag{7}
\end{align*}
$$

which is asymptotically stable if matrices $\bar{H}, F, K=K_{1}+$ $K_{2}$ are designed as $\bar{H}=B\left[B^{\top} B\right]^{-1} B^{\top}, F=(I-$ $\bar{H} C) A-K_{1} C, K_{2}=F \bar{H}$ to decouple the state estimation dynamics from the unknown input and $K_{1}$ is selected so that $F$ is Hurwitz [16]. Merging scenarios mostly involve speed variation due to motion planning based on interaction with the surrounding vehicle; this has been considered in the proposed method and state/input matrices are updated using the measured velocity.

## IV. Game-theoretic Predictive Control

Using the nonlinear system model $\dot{\boldsymbol{x}}=f\left(\boldsymbol{x}, \boldsymbol{u}^{H}, \boldsymbol{u}^{A D}\right)$ and the objective function of the ADS described in section II, an optimal controller can be designed.
Remark 1. A feedback NE is computationally intractable for nonlinear problems [18]. On the other hand, an openloop solution which is only depending on $x_{0}$ can be found. In contrast to the feedback solution, the open-loop solution does not result in a NE if there are disturbances.

Thus, we use a game-theoretic model predictive control (GT MPC) which solves the open-loop problem for a prediction horizon but updates the initial state values $x_{0}$ with
the actual observed state in each time step. The solution for the open-loop NE (OLNE) can be determined numerically by transforming it into a nonlinear program (NLP). The transformation yields an NLP with the variables: $\boldsymbol{X}=$ $\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{N_{p}}\right]^{\top}, \boldsymbol{U}^{i}=\left[\boldsymbol{u}_{1}^{i},, \ldots, \boldsymbol{u}_{N_{c}}^{i}\right]^{\top}$ where $N_{p}$ corresponds to the prediction horizon and $N_{c}$ corresponds to the control horizon. We formulate the Lagrangian as in:

$$
\begin{equation*}
L^{i}=J^{i}+\sum_{k=0}^{N_{p}}\left(\boldsymbol{\lambda}_{k}^{i}\right)^{\top}\left[\boldsymbol{x}_{k+1}-f_{k}\left(\boldsymbol{x}_{k}, \boldsymbol{u}_{k}^{H}, \boldsymbol{u}_{k}^{A D}\right)\right] \forall i \tag{8}
\end{equation*}
$$

Accordingly, for an OLNE the following optimality condition must hold:

$$
\begin{align*}
& \boldsymbol{G}^{\boldsymbol{i}}=\nabla_{\boldsymbol{X}, \boldsymbol{U}^{i}} L^{i}\left(\boldsymbol{X}, \boldsymbol{U}^{A D}, \boldsymbol{U}^{H}, \boldsymbol{\lambda}^{A D}, \boldsymbol{\lambda}^{H}\right)=\mathbf{0} \quad \forall i \\
& \boldsymbol{C}=\left[\boldsymbol{x}_{1}-f_{k}\left(\boldsymbol{x}_{0}, \boldsymbol{u}_{0}\right) \ldots \boldsymbol{x}_{N_{p}}-f_{k}\left(\boldsymbol{x}_{N_{p}-1}, \boldsymbol{u}_{N_{p}-1}\right)\right]^{\top}=\mathbf{0} \tag{9}
\end{align*}
$$

To find a solution that satisfies the optimality conditions, CasADi [19] is used with the following search direction:

$$
\begin{align*}
& \boldsymbol{G}=\left[\boldsymbol{G}^{\boldsymbol{A D}}, \boldsymbol{G}^{\boldsymbol{H}}, \boldsymbol{C}\right]^{\top} \\
& \boldsymbol{H}=\nabla_{(\boldsymbol{X}, \boldsymbol{U}, \boldsymbol{\lambda})} \boldsymbol{G}\left(\boldsymbol{X}, \boldsymbol{U}^{\boldsymbol{A D}}, \boldsymbol{U}^{\boldsymbol{H}}, \boldsymbol{\lambda}^{A D}, \boldsymbol{\lambda}^{H}\right)  \tag{10}\\
& \boldsymbol{p}_{N D}=-\boldsymbol{H}^{-1} \boldsymbol{G}
\end{align*}
$$

Proposition 1. Suppose an OLNE exists and assume that the initial trajectory $\tau_{0}=\left[\boldsymbol{X}_{0}, \boldsymbol{U}_{0}^{A D}, \boldsymbol{U}_{0}^{H}\right]^{\top}$ is sufficiently close to the OLNE $\tau^{*}=\left[\boldsymbol{X}^{*}, \boldsymbol{U}^{A D *}, \boldsymbol{U}^{H}\right]^{\top}$ such that $\left\|\tau_{0}-\tau^{*}\right\| \leq$ $\epsilon$. Then, the proposed Newton method converges locally to an OLNE at a quadratic rate.

Proof: We know that the condition for the OLNE is an open-loop strategy $\boldsymbol{u}^{i}$ (based on $\boldsymbol{x}_{0}$ ) for both players $i$ for the minimization program (11) subject to $\boldsymbol{x}_{k+1}=$ $f_{k}\left(\boldsymbol{x}_{k}, \boldsymbol{u}_{k}^{H}, \boldsymbol{u}_{k}^{A D}\right)$ and $\boldsymbol{x}_{0}=\boldsymbol{x}(0)$.

$$
\begin{equation*}
\min _{\boldsymbol{x}, \boldsymbol{u}^{i}} J^{i}\left(\boldsymbol{x}, \boldsymbol{u}_{i}\right), \forall i \tag{11}
\end{equation*}
$$

The matrix $\boldsymbol{G}$ is differentiable and $\boldsymbol{H}$ is Lipschitz continuous. Hence, the Newton method will converge locally to the root $\boldsymbol{G}=\mathbf{0}$ at a quadratic rate if the previously defined conditions are fulfilled (the root satisfies (11)).

Additionally, we perform a nonlinear transformation for box constraints of the control inputs with a constrained function in the system model $\dot{\boldsymbol{x}}=f\left(\boldsymbol{x}, \boldsymbol{u}^{i}=u_{\max }^{i} \tanh \left(c \tilde{\boldsymbol{u}}^{i}\right)\right)$.

## V. Inverse Differential Game

The IDG aims at using previously observed trajectories $\boldsymbol{x}(t), \boldsymbol{u}^{H}(t)$, and $\boldsymbol{u}^{A D}(t)$ to determine parameters $\boldsymbol{\theta}^{H}$ of the objective function $J=\int \boldsymbol{\theta}^{H} \boldsymbol{\phi}^{H}(t) d t$ with the basis function $\phi^{H}(t)$ introduced in (4), where eight parameters of the human's objective function need to be identified. However, the problem is ill-posed, i.e., the parameter set $\tilde{\boldsymbol{\theta}}=c \boldsymbol{\theta}^{*}$ with $c \in \mathbb{R}$ also leads to the behavior of $\boldsymbol{\theta}^{*}$. Due to this non-uniqueness, only seven parameters are sought, since one parameter can be selected arbitrarily. One crucial requirement in our use case is that the estimation has to be done at each sample time. This requirement can't be fulfilled by the Hamilton-based IDG presented in [12] since the accuracy of the estimation depends strongly on the extent
to which the observed trajectory represents the complete trajectory [18]. The UKF approach introduced in [14] must solve $2 N+1=15$ ( $N$ is number of unknown $\boldsymbol{\theta}$ ) GT MPC problems to estimate the objective function at each time step through the spread of sample points. Considering our dynamical system dimension, real-time capability is critical for the UKF. Thus, a data-driven approach (i.e., LSTM that is a subset of the recurrent neural network for time series problems) for less computational complexity, is used.

The LSTM structure is well suited to estimate states from successively arriving features; the length of the input time series can also vary. Therefore the duration of the maneuver does not have to be known in advance. The objective is to predict the parameter set $\boldsymbol{\theta}_{k}^{H}=\boldsymbol{\theta}^{H}$ (i.e., sequence-to-oneregression problem). The input sequence layer is fed with the current state $\boldsymbol{x}_{k}$ and the control inputs of the human $\boldsymbol{u}_{k}^{H}$ as well as the previous ADS' control input $\boldsymbol{u}_{k-1}^{A D}$. This is due to the fact that the decision of the agent cannot be predicted by observing the human-driven vehicle in isolation since the interaction causes this decision. In Nash games, it is known that each player aims to minimize its basis function in order to minimize the objective function having positive weights of the basis functions (i.e., the solution depends on the basis function values).
Remark 2. The basis function $\boldsymbol{\phi}_{\boldsymbol{k}}^{\boldsymbol{H}}$ at each time step $t_{k}$ is calculated and used as an input for the neural network. This additional input was chosen to incorporate prior knowledge to improve the generalization performance of the network.

Hence, the procedure of the network can be described as a continuous map with nonlinear dynamics from input to output $\boldsymbol{\theta}^{H}=\mathcal{N}\left(\boldsymbol{x}_{k}, \boldsymbol{u}_{k}^{H}, \boldsymbol{u}_{k-1}^{A D}, \boldsymbol{\phi}_{\boldsymbol{k}}^{\boldsymbol{H}}\right)$. First, there are two LSTM layers with 80 and 60 hidden units respectively. The first LSTM outputs a sequence and the second LSTM layer only outputs the last time step. The two LSTM layers are followed by a fully connected layer consisting of 40 neurons and the RELU being the activation function.

## A. Synthetic Training Data Generation

The acquisition of training data remains a challenge in scenarios involving complex vehicle interactions. Furthermore, there is no dataset available which is labeled with the ground truth objective function parameters $J^{H}$ that we need for our LSTM-based IDG. To overcome these we leverage our Differential Game model to simulate a diverse range of merging scenarios. This offers the advantage of generating an arbitrary number of training data with different complexity/diversity. This process starts with the $i$ ) Parameter Sampling: Initial states of the differential game and the objective function parameter of both vehicles are randomly sampled to define the conditions of the merging scenario, governed by a uniform distribution with defined resolutions and parameter ranges. ii) Using the sampled parameters, the GT MPC generates trajectories for the interacting vehicles, assuming that the trajectories generated by GT MPC are sufficiently consistent with real driving scenarios involving humans. This has been confirmed by our comprehensive
testing in the last section. iii) The generated trajectories undergo validation to ensure scenarios resulting in collisions, unsuccessful merging, or other undesirable outcomes are filtered out.

Consequently, different lengths of trajectories for specific periods (e.g., $t_{n} \leq t \leq t_{m}$ ) are used for training such that LSTM estimates the parameter vector after observing a fraction of the trajectory (checked with RMS error of the vehicle trajectory for several human-in-the-loop experiments).


Fig. 3: Solving time histogram of the GT MPC in every time step in the MCA (average $=11.7 \mathrm{~ms}$ )



Fig. 4: Objective function parameter estimation error of all samples in the MCA.

## VI. Performance Evaluation

First, it is shown that the framework exhibit reliable performance when the traffic participant acts rationally (i.e., the human is replaced by a GT predictive control). Realtime performance of the proposed controller is illustrated in Fig. 3 using a histogram of the solving time. A Monte-CarloAnalysis (MCA) is conducted using 100 random merging scenarios using high-fidelity simulations in CarSim (in a 3.80 GHz AMD Ryzen 9 3900X 12-Core processor with 32 GB memory). The normalized estimation error of the objective function's parameters is defined by $\Delta_{\theta, i}(t)=\frac{\left\|\hat{\theta}_{i}(t)-\theta_{i}^{t r}\right\|}{\theta_{i}^{n}}$ is calculated from the ground truth value $\theta_{i}^{t r}$, the estimated parameter $\hat{\theta}_{i}$, and the normalization factor $\theta_{i}^{n}$ which is the average value of $\theta_{i}^{t}$ in all sampled test runs. As a result, the
estimation error mean and standard deviation are compared for various parameters in Fig. 4.


Fig. 5: Evaluation of the longitudinal distance and the lateral position prediction error of all subjects in the case study


Fig. 6: Lateral response of the ADS (including sideslip angle $\beta$ and yaw rate $r$ ) for a merging

Assumption 1 is investigated in detail through several experiments in the following. We conduct a case study with 6 different subjects/drivers who are not familiar with the algorithm. Subjects drive the human-in-the-loop control system on the high-fidelity driving simulator twice. The first half of the participants start with a conventional planner similar to [20] and the second half with the new planner. We selected a challenging scenario for the ADS where both cars start with the same initial speed of $v_{x, 0}=20 \mathrm{~m} / \mathrm{s}$ and the longitudinal distance of $e_{x, 0}=1 \mathrm{~m}$. In all cases, the novel approach was able to perform a safe merging. The front merging ratio was $4 / 6$. The average merging time was 4.26 s . The baseline planner was able to complete the merging maneuver in $5 / 6$ of the cases and the ratio merging in front was $3 / 6$. The average merging time was 7.18 s .

Longitudinal distance and lateral postion prediction errors are defined by $\Delta_{e_{x}, k} \triangleq \frac{1}{N_{p}} \sum_{i=1}^{N_{p}}\left[\sqrt{\left(\hat{e}_{x k, i}\right)^{2}-\left(e_{x, k+i}^{t r}\right)^{2}}\right]$ and $\Delta_{y, k} \triangleq \frac{1}{N_{p}} \sum_{i=1}^{N_{p}}\left[\sqrt{\left(\hat{y}_{k, i}\right)^{2}-\left(y_{k+i}^{t r}\right)^{2}}\right]$, where $\hat{e}_{x k}, \hat{y}_{k}$ are the prediction at time step $k$ of the states $e_{x}, y$ for the future timestep $k+i$. Then, they are compared in Fig. 5 using human-in-the-loop control tests with six subjects; the proposed framework demonstrates reliable performance for all scenarios. In Fig. 6 one example is depicted where ADS controls the vehicle safely, maintains lateral stability
despite the deviation between assumed single track model and CarSim. Fig. 8 shows the effectiveness of the method in a merging scenario in which the human driver slows down slightly for ADS to merge. The developed interactionaware framework anticipates the other driver's reaction for safe merging (e.g. 7). The baseline planner, however, waits


Fig. 7: Comparison of the weight of collision avoidance term estimation in $J^{H}$ between an aggressive and a cautious driver; and detection of the desired lane change of the human
for the human to brake stronger because it is not updated on the reaction of the human to ADS. As a result, as the baseline controller does not react, the human-driven vehicle accelerates. This is a significant challenge (i.e., frozen robot) in dense traffic in which the succeeding vehicles act similarly.


Fig. 8: Effectiveness of the interaction-aware framework compared to a baseline planner during an arduous merging

## VII. CONCLUSIONS

An interaction-aware motion planning and control framework, which is able to interact with a human-driven vehicle, was designed for automated driving systems. The performance of the method was evaluated in safety-critical highway merging scenarios under different driving conditions. The merging scenario was first framed as Nash differential games using the vehicle single-track model. Then, a game-theoretic predictive controller was devised and tested. The predictive
controller uses human objectives estimated in real-time using a novel inverse differential game. The experimental evaluation in CarSim with a human-in-the-loop setup demonstrated that the game-theoretic modeling of such scenarios and the interaction-aware control framework is able to handle different driving styles of the human-driven (i.e., surrounding) vehicles with good computational efficiency.
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